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Abstract

Stochastic surface wind waves are considered as an intermediate physical phenomenon responsible for
the state of upper layer of the water column. Mathematical formulation of the problem is done by using
the wind wave spectral evolution model. It is shown that parameters of the air boundary layer are con-
trolled by input evolution mechanism of wind waves, while dissipation mechanism is important for descrip-
tion of energy and momentum transfer into upper layer of the water column. Estimations of the wave
energy dissipation rate are found utilizing the optimized numerical model for wind waves derived earlier.
Such estimations can be used for better description of numerous important phenomena at the air–sea
surface, including air bubbles entrainment, vertical mixing of oil slicks, near surface shear flow and many
others. Three applications of the theory are presented.
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1. Introduction

Let us consider a typical air–sea interface, including three major phenomena (Fig. 1):

• Turbulent air boundary layer with the shear mean wind having a velocity value W10(x) at the
level 10 m above the surface.

• Water wavy surface.
• Thin water upper layer with turbulent motions and mean shear currents.

Mean wind blowing above the surface is one of the major sources of mechanical motions at the
air–sea interface. Typical temporal and spatial scales of winds may vary within thousand meters
and thousand seconds. The same time, variability of the wavy surface has scales of tens meters and
ten seconds. Thus wind impacts the upper layer of water column indirectly via the middle scale
motions of wind waves. This impact is transferred further in to the upper water layer motions hav-
ing a wide range of scales.

Keeping in mind numerous potential applications, it is important to describe in a physically-
sound concise mathematical form the interaction between major phenomena, responsible for ex-
change processes at the air–sea interface. Implementation of the model would allow improvement
of wave and current forecast, calculation of mass and heat exchange between atmosphere and
ocean, pollution mixing, and many other applications.

Direct mathematical description of the considered problem is very complex due to interplay of
several multiple-scale stochastic phenomena. As it was pointed out by Kitaigorodskii and Lumley
(1983), such description can not be done in an exact form. Nevertheless, considerable advantage
can be achieved using spectral representation of wave dynamics. Up-to-date, a principal physical
understanding of exchange processes at the air–sea interface was achieved to some extent (Don-
elan, 1994; Banner, 1999), and mathematical tools for their description in spectral representation
have been constructed (as in Phillips, 1977). A short review in the next section summarizes the
major findings.
Fig. 1. The air–sea interface system.
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2. Problem formulation

Due to a turbulent nature, small scale motions at the sea surface interface are generated very
quickly. These motions, having scale less than one meter and one second, are relevant to the back-
ground near-wall turbulence (taking place both, in the air boundary and water�s upper layer).
Mechanism of energy flux from the mean wind to the wave motion initiation was described in
a spectral form by Phillips (1957). The same time, Miles (1957) have shown that at the following
stage of wave evolution, the Phillips� mechanism is replaced by more intensive feedback mecha-
nism. Since than, both mechanisms were elaborated further by numerous authors (see Phillips,
1977), but the problem of energy flux from wind to waves has not been solved in a consistent
form. Until now the both mechanisms are used in a simplified form using experimental observa-
tions (Komen et al., 1994).

During initial period of several hours the small scale motions of the wavy surface are trans-
formed in to the middle scale motions (known as the wind waves) ranging from turbulent ones
to the order of several tens meters and ten seconds. Wind waves grow due to conservative non-
linear interactions among a wave continuum (Hasselmann, 1962), backed by the energy supply
mechanism of Miles (1957).

As a feedback, waves affect the air boundary layer turbulence, which becomes much more inten-
sive than the initial near-wall turbulence. Moreover, evolving waves impact air boundary layer,
changing parameters of turbulent fluxes andmeanwind profile. This feedbackmechanism has being
investigated recently by Makin and Kudryavtsev (1999) within the so-called theory of dynamic
boundary layer. It was shown that the well known great variability of boundary layer parameters
(such as the drag coefficientCd, roughness length z0, and others) can be described using the dynamic
boundary layer theory (Polnikov et al., 2003). Hence, one can say that the feedback mechanism
model is already constructed in a spectral form, so that there is a possibility to focus on other evo-
lution mechanisms. Due to the wave instability and breaking, the lost energy is generating turbu-
lence in upper layer of the water column. These intensive small scale motions are important in
many applications dealing with air bubbles entrainment, vertical mixing of admixtures, heat and
gas exchange, and many others (for some references see Tkalich and Chan, 2002a; Qiao et al.,
2004). Some part of the dissipated wave energy and momentum can be expended to generate large
scale motions (currents). Thus, wind wave dissipation may affect state of the entire water column.

It is clear that wind waves play a mediation role in atmosphere–ocean interactions at different
temporal and spatial scales. Even though, mathematical model of wind–wave interactions at the
air boundary layer is more or less developed, description of wave–turbulence interactions in upper
layer of the water column is less formalized. The latter topic is the major focus of this paper.

It is well known that the motion intensity of any scale in the upper layer of water column, Iupp,
depends directly on intensity of near-surface turbulence motion, Iturb, located in a thin upper layer
having thickness comparable with the mean wave height. But the wave dissipation processes are
the major contributor of energy into the near-surface turbulence, and the rate of this contribution
can be denoted as DE. A certain part of this wave energy dissipation rate is the rate of turbulent
energy production in the water upper layer, Eturb. Thus, the energy cascade in the upper layer can
be schematically expressed in the form
Iupp / I turb / Eturb / DE: ð1Þ
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This relationship is used in theoretical estimations of small scale phenomena in the mixing layer
(such as Tkalich and Chan, 2002a,b; Qiao et al., 2004). Production of mechanical motions in the
thin water layer can theoretically be described using a spectral approach to the wind wave dissi-
pation phenomenon. Since, the latter is strongly related to other wave evolution mechanisms, one
needs to consider the complete wind wave model in a spectral form.

Latest generation of wind wave models use wave action spectrum of the surface elevation, N(k),
represented in a spectral space of the wave vector, k (Komen et al., 1994; Tolman and Chalikov,
1996). But in practice it is preferable to use frequency-angular form of the energy spectrum
S(r,h,x, t), shortly noted as S. For deep water case without ambient currents, wind wave evolu-
tion equation has a form of transport equation for the spectrum S:
1 Re
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¼ F ðW; SÞ � InðW; SÞ � DisðW; SÞ þ NlðSÞ: ð2Þ
Here Cg ¼ ðCgx;CgyÞ ¼ orðkÞ
ok

k
k is the group velocity vector for the wave component with fre-

quency r(k) and direction h, corresponding to the polar co-ordinate form of the wave vector
k = (k,h), and F is the so-called source function written for the energy wave spectrum S(r,h) in
the frequency-angle form.1 In the deep water case, the energy spectrum S(r,h) is related to the
wave action spectrum N(k) as
Sðr; hÞ ¼ r
4p2g

Nðr; hÞ ¼ r
4p2g

k
Cg

NðkÞ: ð3Þ
The term F in the left part of Eq. (2) is the total rate of spectral wave energy change, which
include three main evolution mechanisms expressed in terms of the local wind W(x, t), wave
parameters r and h, and wave spectrum S(r,h). They are as follows:2

• In[W,r,h,S(r,h)] is the rate of wave energy input due to wind W(x, t) (the input term);
• Dis[W,r,h,S(r,h)] is the rate of wave energy dissipation (the dissipation term);
• Nl[S(r,h),r,h] is the rate of conservative nonlinear energy transfer through the spectrum due to
wave–wave interaction mechanism independent of wind (the nonlinear term).

Once Eq. (2) is solved in the (r,h)-space, the wave momentum spectral density, M(r,h), can be
calculated as
Mðr; hÞ ¼ kNðr; hÞ ¼ 4p2g
k

r
Sðr; hÞ: ð4Þ
The wave evolution mechanisms are discussed widely in the literature (for references, see Ko-
men et al., 1994; Efimov and Polnikov, 1991; Tolman and Chalikov, 1996). It is widely recognized
that the nonlinear mechanism of wave evolution is the most theoretically addressed, while the in-
put mechanism is more experimentally studied, and the dissipation mechanism is the least inves-
tigated. Moreover, role of the latter mechanism is not well discussed in the literature and the wave
lationship between frequency r and wave number k is given by the well known dispersion equation for surface
.
reafter some arguments in functions used would be omitted for the notation simplicity.
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research community. The main aim of this paper is to show the principal role of wind waves (as a
phenomenon), and the dissipation processes, in particular, in the entire momentum and energy
budget at the air–sea interface. Another aim is to demonstrate practical applications of the dissi-
pation rate quantification during the wave evolution.

To cover the topic, basic scheme of energy budget at the air–sea interface is reproduced in the
Section 3. Section 4 considers all wave evolution terms, with main attention paid to the dissipation
mechanism. In Section 5 some numerical estimations of the wave energy dissipation into the upper
layer are calculated for two typical scenarios. Section 6 considers application of the theory for
quantification of air bubbles and oil droplets entrainment into the mixing layer; additionally,
some other possible applications are discussed.
3. Energy budget at the air–sea interface

Local wind with velocity W(x, t) can be characterized by the local surface density of the wind
energy flux as (Kitaigorodskii and Lumley, 1983),
FWE ¼ qaW
2W=2; ð5Þ
and by the local surface density of the wind momentum flux,
FWM ¼ qaWW; ð6Þ

where qa is the air density, and W is the modulus of the wind vector. Both these fluxes are corre-
sponding to the one unit height of the air column above the water. One part of this energy is spent
to the wind wave motions, and another part is transferred to the upper layer of the water column,
resulting in the water mass motions of different space–time scales. A simplified scheme of the wind
energy flux budget is considered below.

Definition for the vertical flux of horizontal wind momentum (per unit time of unit area) is
sðzÞ ¼ �qahu0w0i: ð7Þ

Here, u 0 and w 0 are the turbulent fluctuations of horizontal and vertical velocities of the bound-

ary air flow at level z above the mean water surface. The entire momentum is transferred into the
water surface and the water upper layer motions due to the boundary layer turbulence mecha-
nism, which is similar to the near-wall turbulence (Monin and Yaglom, 1965). This momentum
flux can be quantified using the so-called friction velocity, u*, as
s ¼ qau
2
� ¼ qaCdW 2; ð8Þ
where Cd is the drag coefficient having order of (1–3)10�3. In general, this value depends on the
stage of wave evolution (i.e., on the wave spectrum S) and other ambient parameters.

It is important to note that the wind stress is nearly constant in vertical direction for the steady
vertical wind profile (Chalikov and Belevich, 1993). For the air–sea interface the total wind stress,
s, can be represented as the sum of purely turbulent part, st, (corresponding to the hard-wall tur-
bulence) and wave induced one, sw. Thus, neglecting relatively small viscosity part of the total
stress, one obtains
s ¼ st þ sw ¼ const: ð9Þ
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In some cases, particular theory of wind vertical profile can be constructed (as in Makin and
Kudryavtsev, 1999), and explicit relationship between st and sw can be established, reducing num-
ber of unknowns to sw only. Generally, near the wavy surface the following relationship is valid
3 Of
layer.
sw P st: ð10Þ

At any spatial point, the momentum flux~sw is directly related to the wave spectrum S(r,h) via

the input term of the source function, In(W,S), as (in Makin and Kudryavtsev, 1999)
~swðzÞ ¼ qwg
Z 1

0

dr
Z 2p

0

dh
k

r
Uðk; zÞIn½W; Sðr; hÞ�; ð11Þ
where qw is the water density, g is the gravity acceleration, and U(k,z) is the known vertical struc-
ture function. General expression for the total energy flux from wind to waves (per unit time of
unit area) assumes the form
IE ¼ qwg
Z 1

0

dr
Z 2p

0

dhIn½W; Sðr; hÞ�; ð12Þ
where the boundary condition U(k,0) = 1 is used. In other words, expression (12) defines the rate
of energy input from wind to waves, IE.

3

These expressions suggest that in addition to the local wind,W(x, t), the local state of wave field
defines the rate of momentum and energy input into the upper layer, depending on the shape of
local two-dimensional wave spectrum S(r,h). Numerical estimations of these both inputs follow
from solution of the evolution equation (2) with chosen terms of the source function F and using
relationships (11) or (12). It is clear that all wind waves evolution mechanisms play an important
role in energy and moment exchange at the air–sea interface. But the question remains on what
part of wave energy is transferred into the upper layer of the water column? To answer this ques-
tion one has to quantify the entire scheme of energy and momentum distribution at the air–sea
interface.

Total wave energy per unit area, E, at the fixed space–time location (x, t) is given by
Eðx; tÞ ¼ qwg
Z 1

0

dr
Z 2p

0

dhSðr; h; x; tÞ: ð13Þ
Note, that wave energy often is measured in units of length squared. In this case, the multipli-
cand qwg is omitted in formula (13), and consequently in Eqs. (11) and (12). Further in this paper,
the complete unit of wave energy is used.

We remind that accumulation of the total wave energy is provided not only by the input evo-
lution mechanism, but also by means of all evolution mechanisms for wind waves. Some part of
the gained local wave energy is transferred into the water upper layer. This part is governed by the
dissipation term of the source function F. The rate of wave energy dissipation per unit time and
area, DE is given by the expression
course, here we do not take into account a frictional feedback of breaking processes on the atmosphere boundary
This question needs more complicated consideration.
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DEðx; tÞ ¼ qwg
Z 1

0

dr
Z 2p

0

dhDis½W; Sðr; h; x; tÞ�: ð14Þ
Thus, a detailed numerical description of the dissipation term Dis (W, S) is needed to calculate
the rate of wave energy dissipation. But the latter magnitude depends strongly on the windW, and
the shape and intensity of the wave spectrum S. To quantify the magnitude of DE adequately, one
needs to introduce new dimensionless magnitude, the relative dissipation rate, DRE, defined as
DRE ¼ DE=Ef p; ð15Þ
where fp is the peak frequency given in Hz (fp = 2prp). Value DRE quantifies relative part of wave
energy dissipated at mean wave period, T. Thus, simultaneous calculation of the total wave energy
E, peak frequency fp and DE allows tabulate DRE as a function of wind and spectral shape. In this
approach, estimation of the mentioned earlier rate of upper turbulence production, Eturb, is given
by the expression
Eturb � cdDE ¼ cdDREEf p; ð16Þ
where cd is the coefficient depending on the type of turbulent (or mixing) process considered in the
upper layer of the water column.

The non-dimensional value DRE can be estimated and tabulated for typical scenarios of wave
evolution. Expression (16) conveniently links such integral wave parameters as energy E and peak
frequency fp, to tabulated non-dimensional value DRE. Since coefficient cd is known, the dissipa-
tion rate Edis can be quantified for typical applications. Some examples of the estimation is given
in Section 6. Finalizing the section it is important to stress that the dissipated energy is shared into
two parts. One part is transferred into motions having certain mean momentum, such as surface
currents with velocity U(x) and the surface density of kinetic energy per unit volume, EC=qwU

2/2.
Another part of the wave energy is transferred to momentumless motions. This part generates tur-
bulence in the upper layer with the surface density of kinetic energy, ET. Exact amount of energy
in each part is not known a priori, but it can be estimated theoretically using conservation laws
and proper large scale circulation model (Pedlosky, 1982). Rough estimation can be given by the
following ratio (Makin and Kudryavtsev, 1999)
EC

ET

ffi st
sw

� 0:3–0:5: ð17Þ
Turbulent motion energy is expended mainly for initiation and support of vertical mixture pro-
cesses. These processes are related, for example, to air bubble entrainment, gas and heat exchange,
water temperature and salinity stratification in the upper layer of the water column. This part of
energy works against buoyancy forces. Some description of such processes can be found in papers
of Tkalich and Chan (2002a,b) or Qiao et al. (2004) and in references cited there. Each application
requires separate quantitative estimation of energy and momentum budget. General scheme of en-
ergy redistribution at the air–sea interface is illustrated in Fig. 2. It is clear that this budget is
mainly defined by evolution mechanisms of wind waves. Therefore, a rigorous numerical descrip-
tion of these mechanisms should be done as accurate as possible, similar to analysis suggested in
the next section.



Fig. 2. Scheme of the energy flux distribution at the air–sea interface.
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4. Source terms formulation

We start with a brief analysis of the nonlinearmechanismofwave evolution (Nl-term)which is the
best theoretically investigated in the literature. Then, a semi-empirical parameterization of the input
term (In) follows, along with description of dynamic boundary layer using theoretical model of
Makin and Kudryavtsev (1999). Since, the dissipation mechanism (Dis-term) is the least theoreti-
cally understood, we provide in-depth analysis of the parameterization following Polnikov (2005).

4.1. Nl-term

Well known Discrete Interaction Approximation—DIA (Hasselmann et al., 1985) is used for
parameterization of Nl-term. Having optimal ratio of accuracy versus computation efficiency,
DIA is the most effective parameterization of Nl-term (Polnikov and Farina, 2002). In present
paper the modified version of DIA (fast DIA) is used (Polnikov, 2003). The frequency-angle
numerical grid, {ri,hj}, is given by expressions
ri ¼ rlow � li�1 ð0 6 i 6 IÞ; ð18Þ

hj ¼ �pþ jDh ð1 6 j 6 JÞ; ð19Þ

where rlow is the lowest frequency under consideration, l and Dh = 2p/J are the grid resolution
parameters, I is the number of frequencies, and J is the number of angles;
l ¼ 1:05; I ¼ 40; and J ¼ 36 ðDh ¼ 10�Þ: ð20Þ

The choice of value rlow does not influence the parameterization, though it defines the fre-

quency interval under consideration. One configuration of four interacting waves in the used ver-
sion of DIA is given by expressions
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r1 ¼ rl4; r2 ¼ rl5; r3 ¼ rl8; ð21Þ

and
h1 ¼ hþ 2Dh; h2 ¼ hþ 2Dh; h3 ¼ hþ 3Dh: ð22Þ

with current values for r and h, for which a loop is organized in accordance with the typical DIA
procedure. In such a case, one has
Nlðr; hÞ ¼ Iðr1; h1;r2; h2; r3; h3; r; hÞ; ð23Þ

where
Iðr1; h1; r2; h2; r3; h3;r; hÞ ¼ Cr11½S1S2ðS3 þ ðr3=rÞ4SÞ � S3Sððr2=rÞ4S1 þ ðr1=rÞ4S2Þ�; ð24Þ

and Si = S(ri,hi). The fitting constant C in (24) is found to be 12000. Due to conservativeness of
nonlinear gravity waves, the following expressions are used in the loop for r and h:
Nlðr3; h3Þ ¼ Nlðr; hÞ; Nlðr1; h1Þ ¼ Nlðr2; h2Þ ¼ �Nlðr; hÞ: ð25Þ

Finally, it results in the energy conservation expression
Z 1

0

dr
Z 2p

0

dhNlðr; hÞ � 0: ð26Þ
4.1.1. In-term
For In-term, widely recognized Miles� (1957) model is used
In ¼ bðr; h;WÞrSðr; hÞ: ð27Þ

Here the growing parameter, b(r,h,W) for the wind direction angle, hw, is parameterized as
b ¼ max �bL; 0:04
u�r
g

� �2

þ 0:00544
u�r
g

þ 0:000055

" #
cosðh� hwÞ � 0:00031

( )
ð28Þ
with the limiting value bL = 5 · 10�6. This form uses empirical data of Snyder et al. (1981), Plant
(1982), and generalization of Yan (1987); as well as theoretical work of Chalikov (1980), who
introduced limiting coefficient b for waves running faster than the local wind W. Formula (28)
is accurate in the wide interval of frequencies, 0 <Wr/g < 75, where the wind speed W is assigned
to the level z = 10 m above mean water level.

4.1.2. Boundary layer parameters description
Once the input term is completely specified, all boundary layer parameters, including: the ver-

tical wind profile, W(z); friction velocity, u*; drag coefficient, Cd; roughness height, z0; can be esti-
mated from the theory of dynamic boundary layer, as given below. According to the theory of
Makin and Kudryavtsev (1999), the wind profile can be calculated using
W ðzÞ ¼ u�
0:4

Z z

zm
0

1� IðzÞ
1þ Ið0Þ

� �3=4
dðln zÞ; ð29Þ
where I(z) is the function depending on 2D-spectrum of wind waves by the expression
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IðzÞ ¼
Z rmax

rmin

dr
I
h

dh expð�zk=pÞ cosð5pzkÞb u�r
g

; h

� �
k2Sðr; hÞj cosðhÞj

� �
: ð30Þ
Here, zm0 ffi 0:1 m
ut�
ffi 0:00005=W 10 is the air viscosity sub-layer height; b u�r

g ; h
� �

is the input growing
increment, given by formula (28); k is the module of the wave vector corresponding to the wave
component with frequency r. Parameter rmin in Eq. (30) is equal to rlow, and rmax is specified by
fitting (rmax ffi 60 rad/s in this model). For the frequencies higher than the upper range of the fre-
quency interval given by (18), one can use the spectrum tail as
Sðr; hÞ / r�5cos2ðh� hwÞ: ð31Þ
Estimates of u* and Cd(10) for the reference level z = 10 m are given by
u� ¼ 0:4W 10=J 10; ð32Þ
and
Cdð10Þ ¼ ½0:4=J 10�2; ð33Þ
where J10 � J(10) is defined by the integral in the right hand side of Eq. (29). For calculation of
the roughness height z0 the logarithmic wind profile is used
z0 ¼ 10= expðJ 10Þ; ð34Þ
where z0 � z10 is assigned to the standard level of 10 m.
Hence, expressions 29,30 and (32)–(34) give a complete description of the air boundary layer

dependence on wind wave state. Some applications of the described above atmospheric block
in a contents of wave model can be found in Polnikov et al. (2003).

4.2. Dis-term

The dissipation term is theoretically least investigated; therefore, there is no yet a commonly
accepted parameterization. Due to crucial role of this mechanism in exchange processes at the
air–sea interface, parameterization of the Dis-term is given below following Polnikov (1994).

4.2.1. New approach to dissipation description
We start from the well known formula for viscosity dissipation (Komen et al., 1994)
Disðr; h; S;WÞ ¼ mTðr; h; S;WÞk2Sðr; hÞ; ð35Þ
which is applied directly to the middle scale motions, and includes major physical phenomena of
the system. Here, the function mT identifies effective viscosity due to turbulence generated by dif-
ferent dissipation processes, such as wave breaking, whitecapping, sprinkling, shear flows, etc. In
this approach, the real origin of the turbulence is difficult to trace, because it can be attributed to
all the above named phenomena simultaneously. Eq. (35) considers only the fact that turbulence is
present in the upper layer. Our aim is to express the main characteristic of small-scale turbulent
processes (i.e. mT) via middle-scale process parameters including wave spectrum S(r,h).
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We assume that function mT for each wave component with frequency r and propagation direc-
tion h, can be expressed in terms of the following wind–wave system parameters: r, g, W, and
S(r,h). Estimating the parameter
a ¼ SðrÞr5=g2 ffi 10�2; ð36Þ
to be small, a general form of mT(r,g,W,S) can be written as
mT ¼ Cðr; g;WÞ
XN
n¼0

mnðr; g;WÞan; ð37Þ
where coefficients mn (with a viscosity dimension) are independent of the spectrum.
The series (37) may be restricted by a few first terms, N 6 3 (as in Polnikov, 1994). The dimen-

sionless fitting function C(r,g,W) can be derived considering existence of equilibrium spectral
shape, Seq(r,h), in the high frequency domain, r > 2.5rp, where the spectrum shape has to satisfy
the following condition
F jS¼Seq ¼ ½Nlþ In� Dis�jS¼Seq � 0: ð38Þ
At this stage, functions Nl(S) and In(r,g,W,S) are assumed to be known (see this section
above); therefore, definition of mT(r,g,W,S) can be done explicitly using following simplifications.

Firstly, to simplify definition of Dis, we exclude the term Nl from the condition (38). This is due
to smaller contribution (<15%) of Nl into function F at the high frequency domain, comparing to
other summands of the source function (see estimations of Komen et al., 1994; Efimov and Pol-
nikov, 1991). Therefore, Eq. (38) can be replaced with
½In� Dis�jS¼Seq � 0: ð39Þ
Secondly, we restrict our approximation of the total source function F by a third order function
with respect to the wave spectrum S. A linear term of this function can be ascribed to function In,
the third order one to Nl, and term Dis utilizes the second power of S. Note that for a numerical
approximation of F, the linear and cubic summands of Dis, provided by formula (37), cannot be
separated from the proper power terms in In and Nl. Therefore, one does not need to identify
them, instead take into account the term m1(r,g,W) only.

Thirdly, to obtain spectral form of the small-scale parameter, m1(r,g,W), one can use typical
turbulent theory with a semi-phenomenological closure of Reynolds stress terms. Our version
of such a theory is given in Polnikov (1994).
4.2.1.1. Final specification of the dissipation term. Summarizing assumptions made above, the
expression for dissipation term in deep water becomes
Disðr; h; S;UÞ ¼ cðr; h;rpÞmax 0:00005; bðr; h;WÞ½ � r
6

g2
S2ðr; hÞ: ð40Þ
Here, the wave growing parameter b(r,h,W) is given by formula (28), and the limiting value
0.00005 is introduced to describe background turbulence in the ocean upper layer. The unit-less
fitting function c(r,h,rp) describes fine details of dissipation rate in the vicinity of peak frequency



204 V.G. Polnikov, P. Tkalich / Ocean Modelling 11 (2006) 193–213
rp and specific angular dependence of Dis-term. In the present version of the model, the latter
function is given by
cðr; h;rpÞ ¼ 32maxb0; ðr� 0:5rpÞ=rcT ðr; h;rpÞ; ð41Þ

and
T ðr; h; rpÞ ¼ 1þ 4
r
rp

sin2 h� hu
2

� �� �
max½1; 1� cosðh� huÞ�: ð42Þ
In the angular function (42), the first factor is introduced to describe the angular dependence of
Dis at high frequencies, and the second one does the angular dependence for opposing wind.
Expressions (40)–(42) finalize description of the dissipation term, and are used for the estimation
given in the next section.
5. Numerical estimation of the relative dissipation rate

5.1. Model specification

To estimate energy dissipated by wind waves, it is required to specify several numerical grids for
solution of Eq. (2), and to consider the entire source function F for the selected wind wave model
(described in the previous section).

5.1.1. Numerical grids
It is clear that numerical calculation of wind wave spectrum evolution has to be made at a fre-

quency-angle numerical grid, such as the one described by expressions (18)–(20). Space–time evo-
lution of the wave spectrum S(r,h) is considered in a rectangular NX · NY (30 · 3) domain. Wind
is directed along OX and the grid is quadratic, DX = DY. Initial conditions of the wave spectrum
field are specified according to a problem considered. Steady-state boundary condition is assumed
at one edge of the domain, X = 0. Lateral boundary conditions (at Y = 0 and Y = NY Æ DY)
changes with time according to the spectrum at the internal grid points (the so-called ‘‘open
boundary conditions’’ which imitate an infinite shore line). Time step, Dt, is varying in a wide
range depending on the given task. The first-order accurate implicit upstream numerical scheme
is used to solve the evolution equation (2) for each spectral wave component S(r,h).

5.2. Numerical estimations

The main aim of calculations is to estimate energy dissipated by wind waves per unit of time of
unit area. The dissipation rate is proportional to the magnitude DE given by Eq. (14). Due to
dependence of magnitude DE on the spectral intensity, it has a wide range of variability. To nor-
malize the value, a unit-less relative dissipation rate (RDR), DRE can be introduced as
DRE ¼ DE=Ef p: ð43Þ
This value is as a relative part of wave energy dissipated by waves for a main wave period,
T = 1/fp, given in units of the total wave energy. One expects that due to a small variability, values
of DRE could be easily tabulated and used for practical applications. Once DRE is tabulated, an
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estimation of DE follows immediately from value for DRE as far as the values of wave energy E
and peak frequency fp are simply defined. For a completeness of calculations, the relative input of
wave energy, IRE can be estimated using
IRE ¼ qwg
Z 1

0

dr
Z 2p

0

dhInðr; h;WÞ=Ef p: ð44Þ
It is clear that DRE and IRE can vary depending on meteorological conditions. Therefore, the
values can not be simply expressed via the local wind, W(x), but they have to be computed sep-
arately for each wind field and respective boundary conditions. To understand typical variability
of the values, we estimate DRE and IRE for two simple meteorological scenarios, including straight
fetch evolution and swell decay (full description of scenarios is given in Polnikov (2005) and Efi-
mov and Polnikov (1991).

5.2.1. Straight fetch
Problem formulation. Spatially uniform and steady state wind,W(x, t) = const., is blowing nor-

mally to an infinite straight shore line. Initial conditions are given by uniform wave field with the
JONSWAP spectral shape (Komen et al., 1994). Initial peak frequency is taken of the order of
triple peak value for the fully developed waves. Wind direction, hw, and initial general direction
for waves, hp, are the same: hw = hp = 0. ‘‘Open boundary conditions’’ for waves, corresponding
to the case of infinite shore line, are used. The purpose of calculations is to estimate values of DRE

and IRE for the wind wave growing scenario with different wind speed.
Resulting unit-less wave energy is introduced as
eEðeX Þ ¼ Eg2

W 4
; ð45Þ
and dimensionless values of DREðeX Þ and IRE (eX ) are given by formulas (14), (43), (44), where the
unit-less fetch is
eX ¼ Xg

W 2
: ð46Þ
For simplicity, all functions are considered for the steady state wave field.
Calculation results for different wind speed, W = 10, and 30 m/s, are presented in Figs. 3 and 4.

Fig. 3 shows a good agreement of the suggested function eEðeX Þ with empirical relationships for the
stable stratification case (Komen et al., 1994) for different wind speed. It means that the model is
well fitted.

Analyzing the result, it is important to note that unit-less wave energy values have a very wide
dynamical range, while the variability of values of DREðeX Þ and IREðeX Þ is quite restricted (Fig. 4).
For rather long fetches, when eX > 104, the both curves become nearly constant:
DREðeX Þ � IREðeX Þ � 0:001: ð47Þ

Moreover, they have no significant dependence on the wind speed. It means that the obtained

values of DREðeX Þ and IRE ðeX Þ are correct for a wide range of wind speeds. This is a very impor-
tant new result which has potentially a wide range of practical applications (see next section
below).
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Physical interpretation of result (47) could be the following. First of all, we may suggest with
minor loss of generality that the shape of spectrum for a fully developed sea can be described by
the Phillips spectrum: Sd(x) � apg

2x�5 for x > xp, and S(x) = 0 for x < xp, where the peak fre-
quency xp � g/W(10). Then, taking into account the simplest formula of Snyder et al. (1981) for
the input term In � 0:3 qa

qw
ðW ð10Þx

g � 1ÞxSðxÞ, one can easily find by direct integration
that IRE � const: qaqw � 0.001 with no dependence on the wind. Just this result is obtained by numer-

ical calculations. It is naturally that DRE is close to IRE for the reason of stationary state of spec-
trum. That finishes the proper interpretation of result (47).4
4 We acknowledge the reviewer�s suggestion of this idea.
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5.2.2. Swell decay test
Problem formulation. Let us assume zero wind, W = 0. Initial uniform wave field is characteri-

zed by the Pierson–Moscowitz spectrum (Komen et al., 1994). Initial peak frequency of swells,
f0 � fp(0), is assumed at the interval 0.8–0.24 Hz. Waves at the boundary X = 0 are steady-state
(swell producing boundary), conditions at lateral boundaries correspond to ‘‘open boundaries’’.
Two computer runs are performed: (a) f0 = 0.09 Hz, and (b) f0 = 0.24 Hz.

The purpose of the test is to compare swell decay features for different initial peak frequencies.
The compared values are: relative energy decay curve,
Fig. 5
f0 = 0
RðX Þ ¼ EðX Þ=Eð0Þ; ð48Þ

and dimensionless values of DRE(X) and IRE(X) as functions of swell propagating distance X
(Figs. 5 and 6).

As one can see from Fig. 5, the swell energy is dissipated differently for the different initial peak
frequency of swell. The phenomenon was discussed extensively in Polnikov (1991, 2005). For our
present study it is important to note that the relative dissipation rate DRE in the case of swell de-
cay is much more smaller (�100 times) than in the case of wind presence. The same time, the rel-
ative rate of wind input IRE becomes negative according to relationships (27), (28) and (45). This is
manifested as an additional dissipation mechanism for swell. The value of IRE is of the order of
�4 · 10�5, which several times greater than values DRE at large distances of swell propagation
(Fig. 6).

The above analysis helps to draw following conclusions. Firstly, at propagation distances of
swell more than 20–40 km (which are mush smaller than typical water domains of interest) the
value of DRE is very small to be responsible for the energy transfer to the upper layer of water
column; i.e., swells do not impact significantly exchange processes at the air–sea interface. Sec-
ondly, for the same spatial scale the relative rate of swell energy transfer into the air boundary
layer is rather large, i.e., swells can change parameters of the boundary layer. Moreover, in the
case of mixed wind sea (wind–waves together with swells), swells can influence the entire wind
sea state. Some evidences of this phenomenon were observed in experiments (Drennan et al.,
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1999; Grachev and Fairall, 2001). We should note that this mechanism of wave influence on the
boundary layer is different from mechanism described by Makin and Kudryavtsev (1999). This
new result could help to understand processes in the case of mixed wind sea, but it requires a spe-
cial separate consideration.
6. Some practical applications

It is generally understood that turbulence is responsible for exchange processes in the upper
layer of the water column. These may include, an air bubbles entrainment, vertical mixing of sol-
uble and immiscible contaminants, gas and heat transfer through the surface, drift velocity forma-
tion, and others. In Section 3 it was shown that the necessary energy is provided via the wind wave
dissipation mechanism. Numerical estimations of the energy supply have been completed above.
In this section the theoretical estimations are utilized to elaborate results obtained earlier by Tka-
lich and Chan (2002a,b).

6.1. Acoustic noise dependence on the ambient wind

One of important practical problems of underwater acoustics is quantification of acoustic noise
generated by air bubbles in the upper layer of the water column. Due to the phenomenon com-
plexity, most of studies are of empirical nature (for references, see Tkalich and Chan, 2002a).
Modern understanding of the phenomenon suggests that breaking waves involve air from the sur-
face into the mixing layer, and provide energy for the bubble separation, mixing and oscillation.
Oscillating bubbles are the most powerful natural sources of underwater acoustic noise. Descrip-
tion and prediction of the noise implies quantification of energy exchange in the chain: ‘‘wind!
wind waves generation and propagation! wave breaking! bubble entrainment! bubble
oscillation! acoustic energy emission’’. The final goal is to develop a physical model connecting
the noise intensity to the local wind speed. Using estimations of the relative dissipation rate found
in the previous section, the bubble acoustic noise model of Tkalich and Chan (2002a) is revisited.
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In the paper it was found (under some physical assumptions) that intensity of the acoustic noise
due to the bubble cloud in the upper layer, Ia, is governed by the following relationship
Ia ¼ CTRðW ;HSÞ � ðf0=frÞ2; ð49Þ

where CT is the coefficient of theory; R(W,HS) is the radius of the bubble cloud as a function of
local wind W and significant wave height HS; (fr/f0) is the dimensionless oscillation frequency
of bubbles having radius r; f0 is the specific acoustic frequency. In formula (49) the linear
dependence of acoustic noise intensity on the cloud radius R is of a particular interest.

In the same paper of Tkalich and Chan (2002a) it was found that the bubble cloud radius, R, is
related to the dissipated wave energy as
RðW ;HSÞ ¼ cbcd
DE

Bh
: ð50Þ
Here, DE is the rate of dissipated wave energy, cb 	 (0.3�0.5) is the fraction of DE spent to the
bubble cloud entrainment; cd � 0.5 is the fraction of DE supplied into the upper layer turbulence
per unit of time and area, B is the void fraction of bubbles, and h is the characteristic depth of the
bubble cloud (center of mass). Coefficient cb is estimated from observations, cd can be computed
using (17), and to quantify values of B and h additional physical considerations and scale analysis
must be employed.

By definition, magnitude of DE can be estimated from expression (43) using dimensionless wind
wave dissipation rate DRE. The latter has been numerically assessed early in the paper for two sim-
ple meteorological conditions. Thus, in the case of the constant and homogeneous wind, one has
DE ¼ 0:001Ewfp: ð51Þ
This expression permits to estimate the acoustic bubble noise intensity dependence on wind in
the case of constant and homogeneous wind field. Indeed, in the particular case of fully developed
sea, Ew � 3 · 10�3W4g2 and fp � g/W2p (Komen et al., 1994), resulting in
EwðW ÞfpðW Þ ffi 5
 10�4W 3=g: ð52Þ
Omitting all coefficients independent of wind, the relationship (49) yields
IaðW Þ / W 3=BðW ÞhðW Þ: ð53Þ
Following observations we assume that value B is independent of wind. Thus, the sought
dependence Ia on wind speed is defined by the expression h(W). Here we have several choices,
as follows.

For moderately developed waves, the following approximation is widely accepted (Tkalich and
Chan, 2002a)
h � 0:35HS; ð54Þ

where HS is the significant wave height. Using the definition HS = 1.4(Ew)

1/2 expression (53) leads
to the relationship
I 	 W : ð55Þ
a
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On the other hand, in the case of fully developed sea, the characteristic depth of the bubble
cloud should be correlated to the bubble cloud radius, R; therefore, assuming h / R the Eq.
(50) leads to
Table
Obser

I
II
III
IV
hðW Þ / W 3=2: ð56Þ
In such a case, we have
Ia 	 W 3=2: ð57Þ
In the case of weak wind the assumption h = const. is more appropriate, therefore
Ia 	 W 3: ð58Þ
The three cases, 55,57,58, are well comparable to empirical relationships summarized in Table 1
adopted from Tkalich and Chan (2002a). It means that the physical approach used here is rather
reasonable and important for a number of applications. More detailed comparison requires
knowledge of real wind sea conditions, further estimation of involved experimental constants,
and additional theoretical considerations. Nevertheless, one can state that the next step in under-
standing of the problem is done successfully.

6.2. Rate of oil film vertical mixing under breaking wind waves

Similar estimations can be executed in the case of vertical mixing of oil films, spilled on the
water surface. According to Tkalich and Chan (2002b), the rate of oil entrainment from the slick
to the upper mixing layer of the water column can be estimated as
Io / cbcd
DE

h
: ð59Þ
Here, cb is the fraction of dissipated wave energy spent to the oil droplets entrainment, and h is the
mean thickness of the mixed layer. The magnitude DE is the dimensional wind wave dissipation
rate estimated in the previous section. In the case of constant and homogeneous wind field the rate
of oil mixing becomes
Io / Ewfp=h: ð60Þ
To estimate h, one can scale growth of the mixed layer thickness with the rate of wave energy
dissipation as
1
ved dependence of the bubble cloud acoustic intensity on the wind speed

Wind speed (m/s) Acoustic intensity, I Wave state during acoustic measurements

W < 5 0 Capillary
5 < W < 10 	 0:004W 3 � 0:049W 2

þ0:463W � 1:5

� �
Gravity-capillary

10 < W < 15 Limited duration of wave growing
W > 15 	W1.5 Fully developed sea
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oh
ot

/ Io /
DE

h
; ð61Þ
leading to
h / D1=2
E : ð62Þ
Hence, for the nearly developed sea we obtain
Io / D1=2
E / W 3=2: ð63Þ
This relationship is in a reasonable agreement with observations (see references in Tkalich and
Chan, 2002b), indicating correctness of the theoretical assumptions. Similar, the proposed ap-
proach could be applied to solve problems of gas and heat exchange at the air–sea interface
and other relevant problems.
6.3. Surface boundary condition in the water circulation models

Wave energy input rate IE and dissipation rate DE can be utilized for the water surface bound-
ary conditions in current circulation models. We follow Pedlosky�s (1982) boundary conditions
for several separate phenomena, as:

• for the horizontal shear flow, U = (u,v)
qwKt
o~U
oz

¼~s; ð64Þ
• for the turbulent kinetic energy, k:
k ¼ s

ðc0lÞ
2

or alternatively
ok
oz

¼ 0

� �
; ð65Þ
• for the rate of turbulent kinetic energy dissipation, e ¼ ðc0lÞ
3 k3=2

L ;
me
oe
o~z

¼ ðc0lÞ
3 k3=2

jð~zþ z0Þ2
: ð66Þ
Here, s, Kt; c0l, L, z0, and others are specific theoretical parameters of the system under consid-
eration. At present time the simplest information on wind stress, s, and water surface roughness,
z0, is used traditionally. However, following derivations given in Sections 3 and 4 of this paper, it
is clear that the surface wind stress in relationships 64, 65 can be modified according to formulae
11, 32, 33. Proper estimate of z0 should be done in the condition (66), as well. Moreover, in expres-
sion (64) one should use a turbulent part of the wind stress depending on the rate IE while in (65)
does the wave part of the stress defining by the rate DE. Eventually, a model for the current cir-
culation could improve accuracy by coupling with a wind wave model, in (at least simple) para-
metric form.
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7. Conclusions

In this paper the wind energy and momentum exchange under breaking wind waves are ana-
lyzed. The considered forces are part of intermediate scale motions at the air–sea interface. It is
shown that the energy input phenomena are controlling the boundary layer state, while wind wave
dissipation processes define state of the upper layer of the water column. To demonstrate role of
wind waves in the energy exchange, a new model of Polnikov (2005) is used. In the model, tradi-
tional approach for the wave input mechanism is enforced by the dynamic boundary layer model
(Makin and Kudryavtsev, 1999), and the dissipation part of the source term is represented using
theory of Polnikov (1994).

Mathematical definitions for the relative wave energy input rate, IRE and dissipation rate, DRE

are suggested, and numerical estimations of the values are completed for two simple meteorolog-
ical scenarios: wave growth and swell decay. These estimations show that in the case of fully devel-
oped sea, the relative characteristics IRE and DRE are nearly independent of the wind, namely,
IRE ffi DRE ffi 0:001: ð67Þ

In the case of swell decay, the values are
DRE ffi ð1–2Þ 
 10�5; IRE ffi �4
 10�5: ð68Þ

Estimation (67) permitted derivation of theoretical dependences of acoustic noise intensity on

the wind speed for several stages of wind waves development, as well as estimation of oil film mix-
ing rate under breaking waves. In the both cases the theoretical estimations are in a reasonable
correspondence with observations. This lay a ground for a wide use of the method to more com-
plicated wave fields.

The result (68) addresses phenomenon of swell influence on parameters of air boundary layer.
Taking into account recent observations by Drennan et al. (1999); Grachev and Fairall (2001),
there is a high potential for practical use of the theoretical result.

Some applications of the theory may improve accuracy of current circulation modeling. The sug-
gested approach initiates more accurate description of exchange processes at the air–sea interface.
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