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1. INTRODUCTION

Clouds constitute one of the most complex elements
of the climate system, and the development of new
parameterizations within current atmospheric general
circulation models (GCMs) has had a strong impact on
climate sensitivity experiments, such as in response to
the CO
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 increase, for example.
The errors in cloud simulations may reflect prob-

lems in the specific cloud parameterizations, errors in
the main fields simulated by the atmospheric model
itself (including wind, moisture, and temperature), or
errors in some of the specified parameters, such as sur-
face albedo. Distinguishing among error sources con-
stitutes the main objective of model validation through
observed data. Comparison of different GCM simula-
tions with observed data and analysis of cloudiness and
radiation feedback operating in these simulations
received a great deal of attention from meteorologists
(see, e.g., [1–8]).

In recent years, the situation concerning the avail-
ability of data to validate cloudiness in climate models
has changed drastically. The ISCCP time analysis
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extends from 1983 to the present, ERBE data have been
made available to modelers and are followed by
SCARAB and CERES data, SSMI has provided infor-
mation about cloud water content, TOVS may provide
information about the vertical profiles of temperature
and water vapor, and Polder about the cloud thermody-
namic phase (for review, see, e.g., [9]). New missions
are expected in the future such as PICASSO/CENA,
CLOUDSAT [9].

However, this growing amount of data still poses a
very serious analysis problem. The choice of correct
diagnostics to make comparisons between model and
data or between different models is a crucial task.

In the present paper, we try to use combinations of
different data (see Section 2) to diagnose the systematic
errors in three versions of the LMD (Laboratoire de
Meteorologie Dynamique du CNRS) general circula-
tion model: LMD5, LMD5.2, and LMD6. These ver-
sions include quite different cloud schemes.

From LMD5 to LMD5.2 and LMD6, the parameters
describing the precipitation processes and the interac-
tion between clouds and radiation have been strongly
modified. The scheme used in LMD5 corresponds to
the scheme referred to as CO in [10]; the scheme used
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Abstract

 

—The validation of cloudiness and radiative fluxes simulated by three versions of the Laboratoire de
Meteorologie Dynamique (LMD) general circulation model (GCM) is performed against satellite and ground-
based observations. These GCM versions include quite different cloud schemes and surface albedo representa-
tions. One model version implements the solar radiation diurnal cycle, while the others do not. Additionally,
model versions are run with different spatial resolutions. Model validation is based on quite simple methodol-
ogy to analyze the simulations for only three prechosen cross-sections in equatorial and middle latitudes,
instead of studying the whole model field. It is shown that over middle latitudes simulated discrepancies exhibit
a strong seasonal dependence. This is closely related to the representation of water vapor, cloudiness, and sur-
face albedo in the model. In particular, errors in the simulated cloud radiative forcing (CRF) portray those for
low-level cloudiness (for short-wave radiation) or high-level cloudiness (for long-wave radiation). As a whole,
the errors in short-wave CRF are larger than those of the long-wave CRF, and are strongly amplified in summer.
In the simulated total cloud amount, main errors are related to low-level cloudiness. It is also shown that the
causes of the model deficiencies differ between versions. In some cases, errors coming from different origins
could compensate each other. Although quite simple, the methodology followed in this intercomparison proved
to be an effective approach for tracking systematic errors in a set of different model versions.
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in LMD5.2 and LMD6 refers to MO. LMD6 includes
new parameterization of convective processes in com-
parison to LMD5 and LMD5.2. In addition to this, sur-
face processes were modified in the transition between
LMD5 and LMD5.2, and LMD6 also includes the diur-
nal cycle, neglected in the preceding versions. The rest
of the modules do not differ among the studied model
versions. Further details are given in Section 3.

Comparing these three versions with observed data
is a huge task, involving a large amount of diagnostics.
We try to show in the present paper that the consider-
ation of well-chosen longitudinal profiles is already a
suitable diagnostics of many systematic errors.

In this paper, the three prechosen latitudinal belts
are 50

 

°

 

 N, 50

 

°

 

 S, and the equatorial belt. The two
former belts roughly correspond to the positions of
midlatitudinal maxima in total cloudiness and permit
one to diagnose midlatitude weather systems and storm
tracks. The latter belt allows one to study tropical
weather systems. Additionally, these cross-sections
correspond to the key regions for validation of different
parameterizations in a general circulation model. In
particular, they are quite interesting for the purpose of
the validation of cloudiness–radiation interactions
because, generally, these are more significant at larger
cloud amounts.

When analyzing only a limited amount of prechosen
cross-sections instead of a whole map, one has to take
care that the model considered does not shift climate
structure along latitudinal and/or longitudinal belts.
Otherwise, any conclusions about this model could be
erroneous. This is not the case for the GCM versions
considered here. Preliminary analysis has shown that
all of them correctly reproduce positions of the main
climatic structures, in particular, over the mentioned
cross-sections. For cloud distributions, the correspond-
ing plots are published in [11].

The subsequent analysis will be focused on the sim-
ulated radiative budget at the top of the atmosphere
(TOA). First, a study of the GCM-simulated clear sky
radiative fluxes will be performed because it is very
useful before any analysis of the clouds and cloud
impacts. Then, the comparison of radiative diagnostics
and cloud diagnostics derived from ISCCP and ground-
based data will be presented.

In this paper, several of the above diagnostics are
presented in order to: (i) show that simple use of the
available data can provide a very useful insight into the
models, with potential implications for the analysis of
large model experiments such as the Atmospheric
Model Intercomparison Project (AMIP) or Coupled
Model Intercomparison Project (CMIP), and (ii) to dis-
cuss some of the most common systematic errors found
in the present generation of climate models.

Three versions of the LMD GCM are used here as a
demonstration case to describe these systematic errors.
While the description of the results below may sound

somewhat negative, it is worth emphasizing that the
overall performance of this GCM clearly demonstrates
it is a state-of-the-art model (as it was in the AMIP
intercomparison).

2. RADIATION AND CLOUD CLIMATOLOGIES

For the radiative fluxes at the top of the atmosphere,
ERBE data [12, 13] are used. The estimated uncertain-
ties in the monthly mean measured fluxes is about
6 W/m

 

2

 

 for the short-wave component and 3 W/m

 

2

 

 for
the long-wave one [9]. While ERBE data exist since Feb-
ruary 1985, only the data for December 1985–August
1988 are included in the present comparison. This is
done in order to make composites for both June–July–
August (JJA) and December–January–February (DJF)
seasons, constructed from samples of the same length.

For cloudiness, two climatologies constructed in
[14] are used. Two versions of the first climatology are
constructed from the satellite ISCCP C2 and D2 data
[15–17] for 1983–1988. The second climatology is
based on ground-based observations [18, 19] over oce-
anic areas for 1930–1981 and over land areas for 1971–
1981. Hereafter, these two climatologies are referred as
C2, D2 and WEA, respectively. One must remember
that C2 and D2 (corresponding to the observations from
space) underestimate low- and mid-level cloudiness,
while WEA (corresponding to observations the from
ground) underestimates high- and mid-level cloud
amount. Additionally, some problems concerning
underreported low-level convective clouds in the WEA
archive are noted by [20].

In the C2 and D2 climatology, clouds are stratified
with respect to their observed heights. Clouds observed
in the 680 < 

 

p

 

 < 1000 hPa, 440 < 

 

p

 

 < 680 hPa, 50 < 

 

p

 

 <
440 hPa layers (where 

 

p

 

 stands for pressure) corre-
spond to low-, mid-, and high-level clouds. In the WEA
climatology, clouds are stratified with respect to their
types. The cloud types Cu, St, Sc, and Cb are associated
with low-level cloudiness; cloud types As, Ac, and Ns,
with mid-level clouds; and cloud types Ci, Cc, and Cs,
with high-level clouds.

An extensive comparison between C2 and WEA cli-
matologies has been performed in [11, 14]. The new
version of the ISCCP cloud climatology (version D2)
uses a cloud retrieval algorithm different from that used
for the older version C2 [17]. In [21], a single-year
comparison between C2 and D2 was performed. It was
shown that D2 depicts more low- and mid-level clouds
over high latitudes and over deserts and more high-
level clouds over continents. Analogous results have
been obtained in [22] for zonal mean values averaged
for 1983–1993.
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3. DESCRIPTION OF GCM VERSIONS 
AND EXPERIMENTAL DESIGN

The various versions of the LMD GCM share the
same finite difference numerics already described in
the paper [23]. Over the years, the physical package of
the models has been modified. We have chosen to com-
pare here three versions: LMD5, LMD5.2, and LMD6,
which have been extensively used for climate simula-
tions, and also for intercomparison programs such as
AMIP. They differ mostly by surface and cloud param-
eterizations.

 

3.1. LMD5

 

LMD5 [24] is the simplest of all versions. The sur-
face scheme is a bucket model of 150 mm depth with
no treatment of vegetation. The boundary layer is
parameterized as a diffusion process over the lowest
four layers of the model (out of a total of 11 layers).
Exchange with the surface is also rather crudely param-
eterized, with a drag coefficient taking a fixed uniform
value over both land and ocean and then modified by
the stability dependence. The model contains a rather
simple prognostic scheme for cloud water: condensed
water precipitates when it exceeds 10

 

–4

 

 g/g (for water
clouds) or 5% of the water vapor saturation value (for
ice clouds). Clouds are considered to consist of ice or
water depending on their cloud top temperature, higher
or lower than –10

 

°

 

C. Finally, the diurnal cycle of the
incoming solar radiation is not included.

Solar radiation is computed using the scheme
described in [25]. Radiative fluxes are computed using
a two-stream approximation, which accounts for the
vertical profiles of temperature, water vapor, ozone,
carbon dioxide, and clouds. Long-wave radiation is
computed using the scheme CO described in [10].

In the intercomparison presented here, LMD5 was
run with a horizontal resolution corresponding to
64 regularly spaced grid points in longitude and 50 grid
points spaced regularly in sine of latitude, and with
11 vertical levels.

 

3.2. LMD5.2

 

LMD5.2 [26] represents an improvement with
respect to LMD5 in several key aspects.

A representation of the vegetation is introduced: the
SECHIBA model treats the evapotranspiration through
the plants. Also, the albedo and surface roughness have
been modified to take into account the heterogeneity
resulting from vegetation.

The cloud model was also modified to avoid discon-
tinuities in cloud water precipitation formulation. First,
the separation between liquid and ice clouds was made
depending on local temperature rather than cloud top
temperature. A phase change is assumed to occur
between 0 and –15

 

°

 

C with a fraction of ice clouds lin-
early increasing between these two values. The precip-

itation of liquid water 

 

q

 

e

 

 was done using the equation
[27]

where 

 

q

 

e

 

 is the liquid cloud water content per unit area,

 

C

 

t

 

 = 5

 

 × 

 

10

 

–4

 

 g/g, 

 

C

 

l

 

 = 5

 

 × 

 

10

 

–4

 

 s

 

–1

 

. For ice clouds, the
law corresponds to the sedimentation of ice crystals and
is written as follows:

where 

 

∆

 

z

 

 is vertical depth of a given layer, 

 

q

 

i

 

 is ice cloud
content. Fall velocity of ice crystals is given by

where 

 

ρ

 

air

 

 (in kg/m

 

3

 

) is air density.
Solar radiation is computed using the same scheme

as for LMD5. In contrast, the long-wave radiation mod-
ule changed in this model version to the scheme MO of
[10].

In LMD5.2, cloud optical properties are simulated
using the predicted liquid or ice water content depend-
ing on cloud type, but no diurnal cycle is used.

LMD5.2 was run with the horizontal resolution
increased to 96

 

 × 

 

72 and with the number of vertical
levels increased to 15. The latter induced a modified
representation of the boundary layer with vertical diffu-
sion formally imposed over the whole 15 layers,
although it is significant in the few lower layers only.

 

3.3. LMD6

 

LMD6 [28] is similar to LMD5.2. But, unlike
LMD5 and LMD5.2, the diurnal cycle is included. The
cloud scheme has been slightly tuned. In this version, a
new representation of microphysical processes was
added by [29]. In the experiment considered here, the
resolution is reduced to 64

 

 × 

 

50 (as it was for LMD5)
in horizontal, with 11 levels in vertical. PBL diffusion
is the same as for LMD5.

 

3.4. Numerical Experiments

 

Every model version has been integrated for 10 years,
driven by the observed sea surface temperature for
1979–1988 [30]. These experiments closely correspond
to those performed during the AMIP1 activity.

4. ANALYSIS OF MODEL SIMULATIONS

 

4.1. Clear-Sky Fluxes

 

The first step toward validation of the model simu-
lated TOA radiative fluxes has to be an analysis of the
corresponding clear-sky (CS) long-wave and short-
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wave fluxes to exclude the effect of clouds on radiative
transfer and to concentrate on the effects of atmo-
spheric water vapor, surface albedo description, and
surface and atmospheric temperature performance.
One has to emphasize that these effects are interrelated.
In particular, the bias in the atmospheric temperature
could bias the atmospheric water vapor content (either
due to the biased evaporation or the dependence of sat-
urated water vapor content on local temperature
through the Clausius–Clapeyron equation). The bias in
surface air temperature can additionally result in exces-
sive or underestimated snow cover, which, in turn,
affects ground albedo in the model. It could also affect
atmospheric humidity via changes in the state of the
land depending on local conditions (e.g., groundwater
balance or permafrost characteristics). Additionally,
surface and tropospheric air temperature are correlated
through the lapse rate dependence on surface tempera-
ture [31, 32].

In the model, CS radiative fluxes were computed
using method II of [1]. In general, this method samples
grid cells which are wetter than those used in ERBE
sampling. As a result, at the top of the atmosphere, the
model simulates smaller clear sky outgoing long-wave
and absorbed short-wave radiation than one obtains
from the ERBE data. It was stated by [1] that simulated
CS radiative fluxes differ between two methods only to

a small degree (this conclusion was made analyzing the
numerical experiments with the OSU/LLNL GCM),
especially their SW component. Nevertheless, the latter
assertion could be model dependent. In particular, [33],
based on numerical experiments with the UCLA/GLA
GCM, showed that even zonal mean differences between
different methods of computation for clear-sky fluxes
evaluation could be as large as 30 and 5–10 W/m

 

2

 

 for
short-wave and long-wave clear-sky fluxes, respec-
tively.

Figure 1 shows the simulated CS TOA short-wave
radiation (SWR) budget for the chosen latitudinal belts
during the JJA season. Figure 2 presents the same plots,
but for the DJF season. One can see the first systematic
feature of the model: a strong seasonality of the albedo
error in the GCM.

In winter, there is a clear overestimation of the plan-
etary albedo over ocean with a clear underestimation in
summer. These errors contribute to errors of the mod-
eled CS short-wave fluxes of about 5–10 W/m

 

2

 

 with the
largest values reaching about 15 W/m

 

2

 

 in the Pacific
Ocean at 50

 

°

 

 S during austral summer.

In particular, from the ERBE data, one can see that
planetary albedo is significantly different over the
Pacific and the Atlantic oceans. This difference cannot
be attributed to different reflective states of the ocean:
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Fig. 1.

 

 JJA clear sky TOA short-wave radiative balance at
50

 

°

 

 N (top), equator (middle), and 50

 

°

 

 S (bottom). Curves
are for the ERBE data (thick lines), LMD5 (thin solid lines),
LMD5.2 (thin dotted lines), and LMD6 (thin dashed lines).
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Fig. 2.

 

 DJF clear-sky TOA short-wave radiative balance.
Panels and notations are the same as for Fig. 1.
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according to the Surface Radiation Budget data (for
December 1985–August 1988, the same period as for
the ERBE data) [34, 35], the values of surface albedo
over the two oceans are very similar to each other. It can
be associated with the different water vapor contents
over the Pacific and the Atlantic oceans. This possibil-
ity is checked using the NCEP reanalysis data of sur-
face specific humidity [36]. In climatology, this vari-
able is highly correlated with total water vapor content
in a given atmospheric column due to the characteristic
exponential profile of vapor distribution in the atmo-
sphere. The latter analysis (not shown) exhibited that
longitudinal variations of the planetary albedo in the
ERBE data are to be associated with different water
vapor amounts over the two oceans: more humid atmo-
sphere implies smaller planetary albedo due to
enhanced absorption. This feature evidently is not
reproduced by the studied GCMs.

Over land, one also could note rather large discrep-
ancies between observed and simulated TOA SWR over
the equatorial cross-section (especially over America)
and over winter midlatitudes where the difference
between the observed and modeled CS TOA short-wave
radiative budgets can be as large as 30 W/m

 

2

 

. The latter
errors may be due to snow representation. Additionally,
rather strong discrepancies are found over Siberia dur-
ing summer.

Figure 3 shows the plots of CS outgoing long-wave
radiation (OLR) for the chosen latitudinal cross-sec-
tions for the JJA season. These cross-sections, as well
as cross-sections for the DJF season (Fig. 4), again
infer a strong seasonality in model bias for the CS OLR
simulation and reflect model errors in simulating atmo-
spheric water vapor content and surface and atmo-
spheric temperatures. In particular, large errors are
found for the equatorial belt and for summer northern
midlatitudes. Over the equator (both for JJA and DJF)
and over 50

 

°

 

 N (during JJA), CS OLR is overestimated
with typical deviation of 10 W/m

 

2

 

 (maximum deviation
is of about 30 W/m

 

2

 

). The latter discrepancy occurs
over equatorial America. All these errors are to be
related to the errors in the representation of atmo-
spheric water vapor. The model atmosphere is too dry
and, therefore, emits too much clear-sky infrared radia-
tion into space. Similarly remarkable underestimation
of tropospheric precipitable water on both global and
regional scales by the LMD GCM has been noted in the
AMIP submitted experiment (performed with LMD5)
by [37]. In contrast, northern midlatitudes during win-
ter and southern midlatitudes during both winter and
summer show rather good agreement between observed
and simulated CS OLR with deviations not exceeding a
few watts per square meter. The latter can also be
related to the water vapor representation in the LMD
GCM. The winter atmosphere is much drier than the
summer one, and water vapor plays a less important
role in the CS OLR computation. The comparison
between the 50

 

°

 

 N and 50

 

°

 

 S cross-sections during
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Fig. 3.

 

 JJA clear-sky TOA outgoing long-wave radiation.
Panels and notations are the same as for Fig. 1.
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Fig. 4. DJF clear-sky TOA outgoing long-wave radiation.
Panels and notations are the same as for Fig. 1.
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local summers suggests that the better agreement with
the ERBE data found in the latter case is produced by
the larger water vapor atmospheric content. The latter
can be related to the larger percentage of the ocean in
the southern compared to the northern midlatitudes.

One can also note that, for the CS OLR, LMD5 over
land agrees unexpectedly better with observations than
the other GCM versions. This may also be related to the
simulated atmospheric moisture content, which is to be
higher in LMD5 in comparison to the other studied ver-
sions. A possible cause for this is the implementation of
the surface vegetation scheme into LMD5.2 and
LMD6, which lowers atmospheric moisture content via
suppressed evapotranspiration.

Errors in CS OLR and SWR fluxes are mutually
compensated over ocean at the equator (during both
JJA and DJF) and, at the summer, northern midlati-
tudes, resulting in rather good simulation of net CS
radiation for these cases (not shown). In contrast, for
the listed cross-sections over land, errors in the clear-
sky short-wave and long-wave fluxes are not compen-
sated, and clear-sky net radiation deviates from the

ERBE data by up to 20 W/m2. For the southern midlat-
itudes (during both seasons), CS net radiation is well
represented over land for all three model versions but
deviates strongly over oceans. The latter deviations can
be as large as 15 W/m2 during the austral summer over
the Atlantic Ocean with smaller values over the Pacific
Ocean and even up to 30 W/m2 during the austral win-
ter, with similar values for both southern oceans.

4.2. Cloudiness

In the subsequent analysis, clouds are stratified in
accordance with simulated heights. Namely, for the
coarse-resolution simulations (LMD5 and LMD6),
clouds located at the GCM vertical levels 1–4, 5–7,
and 8–11 are treated as low-, mid-, and high-level
clouds [38], respectively. These model levels corre-
spond roughly to the layers 780 < p < 1000 hPa, 380 <
p < 780 hPa, and 15 < p < 380 hPa, respectively. For the
high-resolution simulations (LMD5.2), the low-, mid-,
and high-level clouds are considered to belong to the
GCM levels 1–6, 7–10, and 11–15, respectively (or to
the layers 700 < p < 1000 hPa, 280 < p < 700 hPa, and
10 < p < 280 hPa, respectively) (Doutriaux-Boucher,
1997). One could note that both the coarse- and high-
resolution cloud stratifications differ from that used for
both observed climatologies (see Section 2).

Total cloud amount (TCA) is evaluated assuming
random overlap of clouds in the layers mentioned
above. Unlike LMD5 and LMD5.2, LMD6 includes the
solar radiation diurnal cycle. This leads to differences
in the details of the computation of monthly mean TCA
between model versions. For both LMD5 and LMD5.2,
total cloud amount has been determined on the basis of
instantaneous model output. The monthly mean TCA
has then been computed using these instantaneous
TCA. For LMD6, instantaneous GCM output has been
averaged daily to give a daily mean (three-dimensional)
cloudiness. The latter has been used to compute a daily
mean TCA, which, in turn, has been averaged to give a
monthly mean total cloud amount. The difference
between these approaches could itself affect the results
of comparison. In [38], using the experiments with
LMD6, it was shown that, in the latter case, overall
TCA is generally increased, as well as its longitudinal
contrast.

In general, C2 and D2 observe less low- and mid-
level clouds during both seasons than WEA (see Fig. 5
as an example). The deviations between these ground-
and satellite-based climatologies are especially large
for low-level cloud amounts (up to 40%). For high-level
clouds, agreement between them is better, with few
exceptions.

Simulated cloudiness shows a seasonality of error
when compared to the observed data. In particular, total
cloud amount is generally underestimated for summer
midlatitudes (see Fig. 6 as an example). This underesti-
mation comes from the corresponding underestimation
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Fig. 5. JJA high- (top), mid- (middle), and low-level cloud-
iness (bottom) at 50° N. Curves are for the C2 data (thick
solid lines), D2 data (thick long dashed lines), WEA data
(thick dotted lines), LMD5 (thin solid lines), LMD5.2 (thin
dotted lines), and LMD6 (thin dashed lines).
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of low- and mid-level cloud amounts (LCA and MCA,
respectively) (Fig. 5). Similar TCA underestimation
originating from too small LCA over summer midlati-
tude oceans has also been found for ECHAM4 [39].
High-level cloud amount (HCA) is strongly overesti-
mated over ocean for 50° S and over land for 50° N, and
underestimated over ocean for the latter belt (Fig. 5).

During winter (not shown), midlatitudinal cloudi-
ness is generally overestimated. For low-level cloudi-
ness, it occurs mainly over land at 50° N, irrespective of
the chosen climatology. In turn, MCA and HCA are
higher than those observed for both 50° N and 50° S
cross-sections. For the former belt, MCA, if compared
to C2 and WEA, is overestimated for both ocean and
land longitudes; HCA is overestimated only over
oceans. Both discrepancies are greatly reduced if com-
pared to the D2 dataset, especially over Eurasia. For the
latter cross-section, if compared to the C2 and WEA
data, HCA is higher than that observed everywhere, but
MCA is overestimated only over oceans (surprisingly,
LMD5 simulates MCA better than the other model ver-
sions). If compared to D2, MCA is also overpredicted
over the oceans, but the agreement of the modeled and
observed HCA is improved over eastern Eurasia. Nev-
ertheless, main errors in the simulations of TCA are
associated with LCA. This is true irrespective of the
chosen observed climatology. In particular, TCA over
winter northern midlatitudes is overestimated over con-
tinents with similar errors in the simulated LCA. For
the southern midlatitudes, TCA agrees with the
observed data reasonably well (in spite of the above-
mentioned deviations in MCA and HCA) due to well-
simulated low-level cloudiness.

Over the equator, cloudiness shows much less dif-
ference between the two seasons. Similar qualitative
characteristics of the simulated cloudiness could be
traced for both JJA and DJF composites. In particular,
irrespective of the chosen cloud climatology, TCA is
overestimated over the Pacific Ocean with smaller devi-
ations from the observed data over other longitudes
(Fig. 6). This error comes mainly from the simulated
LCA and, to a smaller extent, from the high-level
cloudiness (with the agreement with D2, respect to the
C2 and WEA data). Mid-level cloudiness falls into the
range of observed climatologies (C2 and WEA) and
does not contribute to the discrepancies of the simu-
lated TCA (at least within the limits of the present anal-
ysis).

Simulated total cloud amount also differs between
model versions. One can note, however, that its cross-
sections resemble each other for LMD5.2 and LMD6
and (in general) strongly deviate from those for LMD5.
The latter leaves out the possibility that the TCA differ-
ences between versions could be explained as a result
of different approaches of its evaluation (see above). In
contrast, they could be traced to the formulations of dif-
ferent GCM versions.

4.3. Total Sky Fluxes and Cloud Radiative Forcing

For the model, as well as for the ERBE data, the
CRF is defined as a difference between corresponding
all sky and clear sky TOA fluxes [40, 41]. It has to be
noted that this definition of the short-wave (SW) CRF
differs from that used by [3, 42], where the term (  –

)∆S has been extracted from the total SW CRF to
account only for seasonal cloudiness variability (where

 and  are the annual mean clear and all sky plane-
tary albedos, respectively, and ∆S is the seasonal varia-
tion of TOA incoming solar energy). The aim of the
present study is to diagnose the GCM in terms of its
cloud and radiative seasonal mean fields, and not to
study the seasonal variations of SW CRF itself. There-
fore, this term is retained in the definition of short-wave
cloud radiative forcing.

It has to be noted that differences in the formulation
of clear sky fluxes from the ERBE data and the GCM
(Section 4.1) have also to bias the simulated CRF with
the same magnitude, as it was for clear sky radiation.

In general, as well as the fields studied above, all sky
radiation and CRF show strong seasonality in their
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Fig. 6. JJA total cloud amount (%) at 50° N (top), equator
(middle), and 50° S (bottom). Notations are the same as for
Fig. 5.
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errors with respect to the ERBE data: for both short-
wave and long-wave components, as well as for net
radiation, the deviations are amplified in summer and
much reduced in winter (Figs. 7–10).

4.3.1. Summer midlatitudes. For summer midlati-
tudes, models strongly (with errors up to 70 W/m2 in
the Northern Hemisphere) overestimate all sky short-
wave radiative heating (Fig. 7). These errors are much
more pronounced than those in the corresponding CS
fluxes and mainly related to the errors in the short-wave
CRF (Figs. 9, 10). The latter, being negative by sign, is
smaller by magnitude than that derived from observa-
tions. It was shown in [43] that, in the LMD GCM, low-
level clouds contribute basically to the simulated value
of SW CRF. Taking this in mind, the underestimated
SW CRF is in agreement with the underestimated sum-
mer midlatitude LCA (see Section 4.2 for details). Of
course, this does not exclude that higher-level clouds
also playing a significant role in the simulated value of
SW CRF.

In contrast, the long-wave part of cloud radiative
forcing (LW CRF) over the summer midlatitudes shows
more complex behavior. For the 50° N belt, during
boreal summer, all sky OLR is overestimated almost
everywhere, except in a narrow area near the eastern
coast of North America (Fig. 8) where it is underesti-
mated. Errors in the simulated OLR came from two

additive sources: both CS OLR and LW CRF compara-
bly contribute to all the sky OLR errors. The area near
the North American coast (about 60° W) mentioned
above with the smaller than observed OLR is due solely
to the CRF effect. Longitudinal dependence of the sim-
ulated long-wave CRF bears much resemblance to that
of the HCA (Fig. 5). It is again in agreement with the
results of [43], where it was found that, in the LMD
GCM, LW CRF is mainly affected by high-level
clouds. This feature is also exhibited in other models [3,
33, 44].

For the 50° S cross-section during austral summer,
OLR is underestimated (with discrepancies up to
25 W/m2) due to errors in the simulated LW CRF. As
for the northern midlatitudes, errors come both from
the clear-sky and cloudy fluxes with a longitudinal
dependence similar to that exhibited by HCA.

Over summer northern midlatitudes, net radiation is
overestimated, and errors are rather large (up to 80 W/m2

over the Pacific Ocean, 60 W/m2 over Atlantic Ocean,
and about 20 W/m2 over land). It is interesting to note
that errors in the CS part of the net radiative balance are
almost compensated everywhere in the northern sum-
mer midlatitudes except Eurasia (see Section 4.1). As a
result, discrepancies in the simulated net radiation are
basically due to cloudy fluxes. Overestimation of all
sky net radiation is exhibited also for the 50° S belt, but,
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in the latter case, the errors in SWR and OLR have dif-
ferent signs. Also, in this case, both CS and cloudy
fluxes contribute comparably to the deviations of the
simulated TOA net radiation.

4.3.2. Winter midlatitudes. For winter midlati-
tudes, the errors are much reduced. All sky TOA short-
wave radiative balance is very close to observations.
For 50° S during JJA, errors are not higher than a few
W/m2; for 50° N during DJF they could be larger—
about 25 W/m2 at most longitudes. In all cases, LMD5
underestimates all sky SWR, while LMD5.2 and
LMD6 overestimate it. Such differences among model
versions come from SW CRF. In particular, over land,
LMD5.2 and LMD6 adequately reproduce SW CRF
and LMD5 simulates higher than observed magnitude
of short-wave cloud radiative forcing. Over ocean, the
situation is reversed: LMD5 agrees well with observa-
tions, and LMD5.2 and LMD6 underestimate the mag-
nitude of SW CRF (Figs. 9, 10).

In Section 4.1, qe it was shown that CS OLR is well
simulated for winter midlatitudes. As a result, all defi-
ciencies in the simulated OLR are originating from its
cloudy part. For both midlatitudinal cross-sections, LW
CRF is higher and all sky OLR is smaller than those
observed with errors up to 20 W/m2. As it was for sum-
mer, the longitudinal dependence of the deviations of
the simulated LW CRF from the ERBE data mainly

portrays respective deviations of HCA from the
observed climatologies.

Winter TOA net radiation for midlatitudinal cross-
sections shows that all model versions underestimate
winter radiative cooling of the Earth–atmosphere sys-
tem (the only overestimation is found for Siberia). The
deviations could be as large as 15 W/m2. For the north-
ern midlatitudes, a compensation between overesti-
mated CS net cooling (over ocean) and too small net
CRF takes place. For the latter case, the simulations
deviate from the observations with typical values of
40 W/m2 with the largest deviation of 60 W/m2 in the
Pacific Ocean. This compensation does not occur over
northern midlatitude land, or over southern midlati-
tudes. For both latter cases, errors in CS net radiation
and net CRF have the same sign.

As a whole, for both seasons, largest errors in the
simulated net CRF came from its short-wave part. It has
to be noted, however, that the large amplification SW
CRF from summer to winter is mainly due to the corre-
sponding difference of TOA incoming solar radiation
between these two seasons. In particular, characteristic
differences between the modeled SW CRF and that
observed increases about fivefold from winter to sum-
mer at 50° latitude. It can be compared to the corre-
sponding fivefold increase of SW CRF for midlatitudi-
nal cross-sections. On the other hand, it emphasizes
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that cloudiness–short-wave radiation interaction plays a
more important role in summer than in winter with a
respective larger contribution to the net radiative budget.

4.3.3. Equatorial belt. Over the equator, deficien-
cies in the simulated absorbed TOA short-wave radia-
tion are mainly due to the respective errors in the simu-
lated SW CRF (Figs. 7, 9, 10). These errors portray the
errors in simulated cloudiness (especially over the
Pacific Ocean; see Section 4.2).

5. DISCUSSION AND CONCLUSIONS

In this paper, an analysis of clouds and TOA radia-
tive fluxes simulated by three versions of the LMD
GCM against ground- and satellite-based data is pre-
sented.

The GCM versions under study (LMD5, LMD5.2,
and LMD6) include quite different cloud schemes and
surface albedo representation, due to the inclusion of
vegetation effects in the latter two versions. Unlike
LMD5 and LMD5.2, LMD6 implements the diurnal
cycle of the incoming solar radiation. Additionally,
LMD5.2 is run with increased horizontal and vertical
spatial resolution.

The presented intercomparison is limited only to the
three prechosen latitudinal belts to diagnose equatorial
and midlatitudinal weather systems. In particular, sim-
ulated clear-sky short-wave radiative fluxes show
strong seasonality in their errors. For clear-sky short-
wave radiative fluxes, better performance is noted for
the versions with an implemented vegetation scheme
(especially for LMD5.2). Some remaining errors could
be traced to the deficiencies in the simulated snowcover
affecting surface albedo over midlatitudinal continents
during winter. Errors in the modeled clear sky OLR
lead one to the conclusion that either the model atmo-
sphere is too dry over summer northern midlatitudes or
the latter are overheated.

Strong errors are associated with the simulated
cloud radiative forcing. Such errors in short-wave and
long-wave parts of CRF portray those in the simulated
low- and high-level cloud amounts, respectively. This is
in accordance with the findings of [43] and [33], using
the LMD GCM and the UCLA/GLA GCM, respec-
tively. Similar interrelations between high-level cloud-
iness and long-wave CRF has also been found in [44]
and in [3], using an analysis with the CCM2 GCM and
with a large ensemble of GCMs, respectively. The asso-
ciation between the deficiencies in the simulated LCA
and SW CRF is in contrast with the latter study where
it was shown that clouds from all levels contribute sig-
nificantly to the short-wave cloud radiative forcing. It is
interesting to note that an intermediate situation has
been noted for the CCM2 GCM, where SW CRF
depend mainly on low- and mid-level cloud amounts
without any significant contribution from high-level
cloudiness [44].

In particular, strong errors in both the simulated
low- and high-level cloudiness are found over the equa-

torial Pacific Ocean for both seasons. These errors per-
sist for all GCM versions, raising a question concerning
the model convection scheme. Usually, different con-
vective algorithms differ in the intensity of the vertical
moisture transport (e.g., [44–47]). In such a case, one
could expect that errors in the simulated HCA and LCA
are to be of different signs. Some hint for this is pro-
vided by the fact that the studied GCM versions over-
estimate the low-level cloud amount more strongly than
the high-level one: convection in the LMD GCM could
be weaker than in the real world. Nevertheless, this is
(if true) overcompensated by the too moist atmosphere
in the equatorial Pacific Ocean, resulting in general
overestimation of both LCA and HCA there.

Overestimated low-level cloud amounts (both over
the equator and over the midlatitudes) could also be due
to the specification of the model planetary boundary
layer (PBL) parameterization. In particular, it was
found in [5] that, in general, GCMs tend to confine
water vapor inside the lower troposphere, due to their
PBL formulation. This could obviously result in over-
predicted low-level cloudiness.

Most state-of-the-art GCMs show an excessive
heating of the Southern Hemisphere ocean [48]. This
systematic error is reflected in the coupled models, as
was shown by the recent CMIP intercomparison [49].
The three versions of the LMD GCM make no excep-
tion to this rule. But the origin of this bias may vary
from version to version:

In all cases, there is a clear-sky contribution as is
shown above.

The SW CRF may be underpredicted, but it is not
true for all the three model versions. LMD5 (probably
because it retains more ice cloud water until the latter
precipitates) tends to better simulate this feature.

The LW CRF is overpredicted.
In general, although quite simple, the methodology

followed here proved to be an effective approach of
systematic errors in a set of different versions of mod-
els, and gives useful insights into the deficiencies in the
GCM physical parameterizations. In particular, it could
be useful in future model intercomparison, such as the
later stages of AMIP, yielding a simple but meaningful
way to compare the models' performance.
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